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Nebraska Concrete Bridge Dataset

• Outdoor concrete bridge deck 

images with cracks

Pedestrian bridge in Lincoln, NE

• Images collected with UAV

• UgCS�  software for automated 

image data collection for UAV

• Stitched with Pix4D� software

U-net
(baseline)

U-net-1 U-net-2 U-net-3

# of params.
2M 2M 3M 3M

Loss metric F1 F1 IoU F1

Precision 0.4184 0.4844 0.6408 0.6762

Recall 0.3358 0.4696 0.3978 0.5734

F1 0.3726 0.4020 0.4342 0.5826

U-Net�

• One of the SOTA methods for crack detection

• Semantic segmentation model with encoder and decoder based architecture

• Keras and Tensorflow based implementation 

• Transverse cracks observed in concrete bridge elements can accelerate 

deterioration of bridge health

• Current system exclusively rely on data provided from human inspectors

• Many researched have been studied under restricted environments

• This project demonstrated the crack strain analysis using deep learning 

segmentation model with images collected from outdoor concrete bridges 

with UAVs

Title

(Location)
Keyword Location

# of images

(raw / 

augmented)

UAV19-1

(Elkhorn, 

NE)

• concrete overlay
• construction marks

• patches
Elkhorn, NE 13 / 3367

UAV19-2
(Elkhorn, 

NE)

• concrete overlay
• tining marks Elkhorn, NE 9 / 3266

UAV21
(Omaha, 

NE)

• concrete overlay
• pier Omaha, NE 219 / 2761

GV18
(Lincoln, 

NE)

• concrete overlay
• expansion joints

• tining marks
Lincoln, NE 260 / 3108

PD_DECK
(Lincoln, 

NE)

• pedestrian bridge

• deck Lincoln, NE 100 / 100

PD_PIER

(Lincoln, 

NE)

• concrete overlay
• pier Lincoln, NE 96 / 96

Training

• Model tuning for architectures and 

hyper-parameters

• Model performed best with 3M params

Inference

• Comparison to ground truth mainly focused on the apparent transverse cracks

• Tested for the first span of the pedestrian bridge image

• Mimicked the visual inspection performed with human inspectors by reading images, 

localizing cracks, and measuring crack widths for strain analysis

• Vision-based data analytics can provide useful information for bridge inspections and 

assist the health monitoring of aging concrete bridges

(a) SPH Engineering, Ugcs, https://www.ugcs.com, 2021.

(b) Pix4D, Pix4dmapper, https://www.pix4d.com/product/pix4dmapper-photogrammetry-software, 2021.

(c) Ronneberger, Olaf, Philipp Fischer, and Thomas Brox. "U-net: Convolutional networks for biomedical 

image segmentation." Medical Image Computing and Computer-Assisted Intervention–MICCAI 2015: 18th 

International Conference, Munich, Germany, October 5-9, 2015, Proceedings, Part III 18. Springer 

International Publishing, 2015.

(d) Frosch, Robert J. "Another look at cracking and crack control in reinforced concrete." Structural 

Journal 96.3 (1999): 437-442.

Crack Width�

• To provided perspective on the calculation of crack widths, it is necessary to consider 

a physical model of cracking

• For flexural cracking, the crack width at the level of the reinforcement can be 

calculated as follows

u- net - 3u- net - 2

Width Measurement

• Extracted Euclidean distances between centerline to boundary pixels
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NIA Portal
- The National Infrastructure Analytics (NIA) web portal offers

a framework of analytical methods, visualization techniques,
and tools.

- NIA hosts data-driven models to comprehend bridge
maintenance and efficiency. Additionally, NIA includes
references to the compilation of various datasets, cleaning,
analysis, and transformation of bridge inspection records
into time-series formats for all states and all previous years.

- The NIA framework enables users to extract useful insights
from the data and facilitates users to identify critical
information and predict patterns which help the federal
government to plan to fund improvements in infrastructure .

National Infrastructure Analytics Portal – Breaking Down Silos
Sahithi Anne1, Surya Rajalakshmi Muthiah1, Dr Sachin Pawaskar1

1College of Science and Technology, University of Nebraska at Omaha

Features
- Framework for Integrated Eco-system
- Data visualization for actionable insights
- Data analytics for predictive maintenance
- Flexibility to extend to other critical infrastructure
- Ability to view metadata for each bridge like location,

surveyed information, individual elements conditions, etc.
- Provisions available on a bridge can be viewed.

Applications of NIA
- NIA is a one-stop shop that integrates data from a wide range of

data sources.
- NIA can be used by bridge engineers to analyze the condition of

bridges over the years.
- NIA can be used to predict trends which can be used for improving

current bridge conditions and in the construction of new bridges.

Techniques
- Data preprocessing

- Download data from FHWA data sources, analyze it and
convert it to the desired format.

- Database and Cloud Integration
- Database on Heroku, schema design and load
- Optimization

- Data Visualization
- Implemented using Google Maps, Django REST API and

Vue JS for UI
- Data Analytics and Machine Learning (Future Work)

- Predict critical information like patterns, trends, etc.
- Integrate Data Analytics into the tool.

Problem Statement
- Multiple systems exist in silos for maintenance and

monitoring of critical structure health. Can we bring
disparate systems together?

- Huge datasets from National Bridge Inventory (NBI) is
available and needs to be processed efficiently.
(Approximately 7.5 GB)

- Need an integrated solution that offers better visualization
and analytics of huge datasets.

The below image shows the NIA dashboard with the metadata bubble  
expanded. Various filters are provided on the sidebar.

Infrastructure Mapping

Nebraska Bridge infrastructure
The below image shows the bridges in Nebraska. These data points are
colored according to the bridge ratings. For example, bridges marked
bright red represent bridges that are in critical condition.

The below image is a snippet from the admin page where 
infrastructures can be provisioned for various elements. Here 
infrastructure C005512355 has been provisioned for Seismic sensors 
and Strain Gauges.

Architectural Diagram







A set of interrelated stages for training and deploying machine learning models. It is divided into phases, each with 

its own set of activities and needs. It needs an important component – Explainability.

Building Explainable Machine Learning Lifecycle:
Model Training, selection, and deployment with Explainability

Contributors:
Vidit Singh

Dr. Yonas Kassa
Dr. Brian Ricks

Dr. Robin Gandhi

State-of-the-art open-source MLOps platforms

Machine Learning LifecycleMachine Learning Why add Explainability in ML Engineering

Machine learning has rapidly gained popularity in 

recent years and has become an essential 

component of numerous domains, including critical 

domains such as  infrastructure maintenance and 

monitoring. In order to build effective machine 

learning models, it is essential to have a deep 

understanding of the end-to-end pipeline and the 

tools and platforms available for building it.
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Building Explainable Machine Learning lifecycle with MLflow

machine learning in different domains
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Explainable models help build trust in machine learning 

systems, as users and stakeholders can better understand 

the rationale behind the model's predictions or decisions. 

This transparency is particularly important in sensitive 

domains like healthcare, finance, infrastructure, and traffic, 

where the consequences of model decisions can be 

significant .

Model explanations [3]

https://shap.readthedocs.io/en/latest/index.html


Progress in a New Visualization Strategy for ML Models
A Mid-Project Summary of Design and Ongoing Problems

CONTRIBUTORS:
• Alex Wissing
• Dr. Brian Ricks
• Dr. Robin Gandhi
• Dr. Yonas Kassa
• Akshay Kale

Background Visualization Design Challenges

Main Idea

This visualization strategy takes two selected 

features and draws a graph with the model’s output 

embedded in a color gradient.

At a coordinate (feature 1, feature 2), the model can 

be ran by generating random, acceptable values for 

additional features. The model is polled a number of 

times, each time with the selected features remaining 

the same, but other features randomly generated. 

Model output is aggregated in a arithmetic mean 

value.

This mean value is used as the third dimension in the 

graph, the color gradient.

• Achieving linguistic performance and memory 

control when models originate from Python-

based Tensorflow programs

• Resolved with the frugally-deep github 

repository and using C++ to generate 

visualization data

• Learning about ML and how it’s organized 

just before and just after a prediction is made

• Talking with my team members and 

experimenting with the model in Python 

and C++ has given me a better 

understanding of machine learning

• .Managing different types of input (Discrete 

vs Continuous)

• An incremental approach was used to 

explore the continuous space, 

represented using floating-point values. 

The discrete values are only calculated 

once if not matched with a continuous, 

saving runtime

University of Nebraska at Omaha, College of IS&T

Visualization

D3.js is used to create a heatmap, a cell a coordinate 

whose color is determined by a linear interpolation 

along a gradient using the mean.
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Usefulness of Visualization

Explores Model’s Learned Boundary Lines

Decision Tree models create linear, single-axis 

boundaries, but most other models, including deep-

learning models create non-linear boundaries. The 

goal of this visualization is to find and show those 

boundary lines as they exist in a relation between 

two features.

Work In-progress

• Incremental Variance Algorithm alongside 

arithmetic mean

• Expanding visualization technique beyond binary 

models

• Managing inter-feature constraints during random 

generation and feature selection

• Usage of this visualization technique to explore a 

model trained on the Iris dataset

Overview of ML Models

Machine Learning Models are trained on datasets 

which are encoded into numbers. The models are 

then evaluated for effectiveness, eventually yielded a 

model which can somewhat accurately make 

predictions based on correlations from the input.

Machine Learning Models take a set of features, or 

categories of data, and encode them into numbers; a 

model then is able to be sent information to make 

predictions. After a prediction is made, it must be 

interpreted via decoding. This then leads to a result.

The above graphic shows a model deciding whether 

it will rain or not given recent amount of rainfall, wind 

speed, and the current whether condition.
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